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1. INTRODUCTION

The purpose of this paper is to determine situations in which an integrai
over a region can be replaced by an integral over the boundary of the region.
The motivation here is that, when this is possible, one can perhaps get away
with fewer function-evaluations in applying a quadrature formula. Further­
more, unless the region is of a very simple nature, the selection of nodes can be
accomplished more judiciously for the resulting one-dimensional integra!
than for the original integral.

In Section 2 we make the hypothesis that the integrand satisfies a second­
order linear partial differential equation. Our principal result, Theorem 2.1,
is then presented with corollaries and examples. In an attempt to remove the
above hypothesis, we examine in Section 3 a special case of Theorem 2.1 and
proffer an application to a common but troublesome integral. Numerical
data pertaining to this integral is presented in Section 4.

Throughout this paper, the following notation and (stronger than necessary)
hypotheses are to be understood. S is the closure of a simply-connected
bounded open set in the plane. T is the boundary of S. T is assumed to be a
simple closed rectifiable curve. All functions are sufficiently smooth to
enable the manipulations. (C2(S) will be more than silfficient.)

2. THE REPRESENTATION

Let L be the partial differential operator given by

Lu = Auxx + 2Buxy + CUyy + Duo, + Euy + Fu, (2.1)
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where A, B, C E C2(S), D, E E Cl(S), F E C(S). We denote the adjoint operator
byM:

Mv = (Av)xx + (2Bv)xy + (Cv)yy - (Dv)x - (Ev)y + Fv. (2.2)

Our main result follows.

TffEOREM 2.1. Let Land M be as in (2.1) and (2.2). Define p(x, y) and
q(x, y) by

p = Avx + Axv + Bvy + Byv - Dv,

q = Bvx + Bxv + Cvy + Cyv - Ev.

(2.3)

(2.4)

Suppose Mv = 1 on S. Then for all u satisfying Lu = g on S, we have the
identity:

(2.5)

where

II = It vg dx dy,

12 = IT u(-q dx + p dy),

13 = Ir v[(Bux + CUy) dx + (-Aux - Buy) dy].

Proof Define functions rex, y) and sex, y) by

r = -vAux - vBuy + uAvx + uA",v + uBvy + uByv - Duv,

s = -vBux - vCuy + uBvx + uB",v + uCvy + uCyv - Euv.

The well-known Green-Lagrange Identity [1, p. 120], which may be verified
in our setting by straightforward differentiation, states that

u(Mv) - v(Lu) = rx + Sy

for all u, v E C2(S). Since Mv = 1 and Lu = g, we obtain, upon applying
Green's Theorem,

It u dx dy = It u(Mv) dx dy

= It v(Lu) dx dy +It (rx + Sy) dx dy

= It vg dx dy + IT (-s dx + r dy).
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This last line integral around T contains 14 terms (involving u and v and the
coefficients of L), which in (2.5) we have segregated for future convenience
into 12 and Is· I

Let us examine the representation (2.5) a bit more closely. II is a double
integral, which is exactly what we are trying to avoid; however, in applica­
tions it will generally be the case that g - 0, whence II = O. 12 requires know­
ing v in order to compute p and q; determination of v mayor may not be
difficult, but there is compensation in that one choice ofv will then work for all
u solving Lu = g. (The same can be said, incidentally, about II in the case
g :¥= 0: the evaluation of II is a one-shot operation which can then be used
for all solutions u of Lu = g.) Is involves Uxand Uy instead of u, thus generating
another source of labor and error; the corollaries and examples below illus­
trate how to annihilate Is, the procedure varying with the classification
(elliptic, parabolic, hyperbolic) of L.

To rid the representation (2.5) of Is , we first assume that the necessary
transformation has already been performed to render L into its canonical
form. In the elliptic case, a Dirichlet problem is to be solved for v; in the
parabolic and hyperbolic cases, we restrict attention to rectangles S =

[a, b] X [c, d] but require less of v.

COROLLARY 2.2 (Elliptic case: A = C = 1 and B = 0). If v solves the
problem

vxx + Vyy - (Dv)x - (Ev)y + Fv = I

v=O

on S,

on T,
(2.6)

then

It u dx dy = h + t u(-Vy dx + Vx dy) (2.7)

for all solutions u of

uxx + Uyy + Dux + Euy + Fu = g. (2.8)

EXAMPLE 2.3 (the reduced wave equation on a disc). Let Lu = Uxx + Uyy +
A2Uon S = {(x, y): x2+ y2 ~ R2}. (We assume that A =1= 0 and that AR is not
a zero of the Bessel function Jo .) If we define v in polar coordinates by
vCr, e) = A-2[1 - Jo(Ar)]fJo(AR), we find that v vanishes on T and that
Mv = Vrr + r-Ivr + r-2vee + A2V = 1. (2.7) now leads to

If RJ~(AR) J2".
s u dx dy = - AJo(AR) 0 u(R, e) de

for all solutions of Lu = 0 On S.
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COROLLARY 2.4 (Parabolic case: A = 1 and B = C = 0). If v solves
the problem

v(a, y) = v(b, y) = 0 for all y E [c, d],

v",,,, - (Dv)", - (Ev)y + Fv = 1 on S = [a, b] X [c, d],
(2.9)

then

It u dx dy = II + IT u(Ev dx + v", dy)

for all solutions u of

u"'''' + Du", + Euy + Fu = g.

(2.10)

(2.11)

EXAMPLE 2.5 (the heat equation on a rectangle). Let Lu = u"'''' - AUy on
S = [a, b] X [c, d]. The function vex, y) = (x - a)(x - b)j2 satisfies Mv =

v",,,, + AVy = 1 and vanishes on the vertical sides, as required by (2.9). (2.10)
now yields

A bIf u dx dy = 2" J (x - a)(x - b)[u(x, d) - u(x, c)] dx
S a

b - a Jd+ -2- [u(b, y) + u(a, y)] dy
c

for all solutions of Lu = 0 on S.

COROLLARY 2.6 (Hyperbolic case: B = 1 and A = C = 0). If v solves
the problem

V",y - (Dv)", - (Ev)'II + Fv = 1

on S = [a, b] X [c, d], then

(2.12)

It u dx dy = -uv [::~:~:~ + II + Ir u[(Ev - v",) dx + (V y - Dv) dy]

(2.13)

for all solutions u of

U",y + Du", + Euy + Fu = g. (2.14)

EXAMPLE 2.7 (the Darboux equation on a rectangle). Let Lu = U",y +
A(x + y)-I(U", + uy), where A > 1 and, to keep the analysis simple, we assume
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that the rectangle S = [a, b] X [c, d] does not intersect the line x + y = O.
A solution of the adjoint equation,

Mv = VXy - '\(x + y)-l(va; ..L vy ) + 2'\(x + y)-2V = 1,

is given by the function vex, y) = (x + y)2/(2 - 2'\), and (2.13) now says

ff 2 -,\ [Sb rb
J s u(x, y) dx dy = 2 _ 2'\ a (x + d) u(x, d) dx - J~ (x + c) u(x, c) dx

+ f (b + y) u(b, y) dy - ( (a + y) u(a, y) dy]

+ 2'\ ~ 2 [(b + d)2 u(b, d) - (b + C)2 u(b, c)

- (a + d)2 u(a, d) (a + C)2 u(a, c)]

for all solutions of Lu = 0 on S.

3. GENERAL INTEGRANDS

In the preceding section, the objective was to develop a one-dimensional
integration formula for f fsu dx dy, valid for aU solutions uofa partial differen~
tial equation Lu = g, in which Land g have been pre-specified. We now turn
to the more practical problem: can we develop such dimension-reducing
formulas for arbitrary functions u, i.e., when no Land g are given? The
answer will be in the affirmative provided that, given u, we can come up with
an operator L, tailored to u, in such a way that the difficulties in finding a
function v for which Mv = 1 are surmountable. To this end, we first restate
Theorem 2.1 in the context of first-order operators.

COROLLARY 3.1. Let v satisfy the equation

-(Dv)x - (EvL + Fu = 1

on S. Then the identity

It u dx dy = t uv(E dx - D dy)

obtains for all solutions u of

Dux + Euy + Fu = O.

Proof This is Theorem 2.1 with A = B = C = O. I

(3.1)
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Now let u be a given bivariate function. An appropriate choice of L, in the
light of corollary 3.1, is the operator L = uy(%x) - ucl%y). For then
Lu = 0, and so if v satisfies

then (3.1) gives

ff
s

u dx dy = IT uv(-Ux dx - Uy dy).

IfS is a rectangle situated parallel to the axes, an integration by parts produces

(3.2)

In fact, (3.2) holds even when S is not rectangular, as is seen from the case
ep(t) = t 2/2 of the following elementary result.

TH'EOREM 3.2. Let u EO C1(S), let ep be a differentiable univariate junction,
and suppose v EO C2(S) satisfies

Then

It U dx dy = t ep(u) dv.

Proof Using Green's Theorem,

IT [ep(u) Vx dx + ep(u) Vy dy]

= It [ep'(u) UXV y + ep(u) VyX - ep'(u) UyVX - ep(u) VXy ] dx dy

= It u dx dy. I

(3.3)

(3.4)

Utilization of Theorem 3.2 is seriously limited by the difficulty of locating
a function v satisfying (3.3). (This may even be impossible: if, for example,
grad u = 0 at a point in S at which u =1= 0.) If v cannot be found analytically,
one could attempt an approximation of v by numerical methods, but this of
course entails considerably greater expense than the direct numerical appro­
ximation of ffs u dx dy.
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In a more optimistic vein, there are numerous instances of integrands
which respond favorably to Theorem 3.2, as the following examples are
meant to illustrate. Furthermore, it should be emphasized that, once
v has been constructed, (3.4) can be exploited to integrate u over a
virtually unlimited selection of regions S.

EXAMPLE 3.3. Let u = Ax + fLY, where ,\ and fL are constants. Corres­
ponding to ¢>1(t) = t2/2, choose VI = (fLX Ay)j(A2+ fL2); for (Mt) = t,
choose V2 = [-Afl,X2+ (A2 - ,u,2)xy + Afl,y2J/(A2 + fl,2). These pairings
honor (3.3), and (3.4) gives

If u dx dy = t r u2 dVls JT

EXAMPLE 3.4. Let u = x2+ y2, and assume (0, 0) ¢: S. Using f(t) = t, we
solve

-2yvx + 2xv y = x2 + y2

and obtain, for example,

vex, y) = -t(x2+ y2)a(x, y), (3.5)

where a(x, y) is a continuous determination of the inverse tangent of x/yo
(Simple connectivity and exclusion of (0, 0) enable this.) Then

It u dx dy = IT U dv.

Before proceeding to the examples which are the real reason for this paper,
we state a lemma which greatly aids the quest for v in many instances. It says
essentially that if v is known for a given u, it is easy to find the v for a univari­
ate function of u. The proof is by direct calculation and will be omitted.

LEMMA 3.5. Let Band <f be univariate functions, and let u, v, wbe bivariate
functions for which o(u, w)/o(x, y) = B(u) and v = <f(u)w/</;'(u)8(u). Then
o(<f(u), v)jo(x, y) = <feu).

EXAMPLE 3.6. We will apply (3.4) to the evaluation of fIs exp(-x2 - y2) dx
dy, where (0, 0) ¢: S. (3.5) states that
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and it follows from Lemma 3.5, with 8(t) = t and f(t) = exp(-t), that

o(exp(-x2 - y2), v) _ (_ 2 _ .2)
o(x, y) - exp x y,

where v = ta(x, y). With this choice of v, Theorem 3.2 gives

It exp(-x2 - y2) dx dy = IT exp(-x2 - y2) dv. (3.6)

Numerical data involving the representation (3.6) for several regions S is
presented in the next section. We remark here that the restriction (0, 0) rf: S
can be avoided by removing a narrow corridor R containing (0, 0) and
connecting (0, 0) to T; the error so introduced is controlled by

(3.7)

4. NUMERICAL RESULTS

How valuable is the representation (3.6)? In this section we will examine it
on several regions S for comparison with standard techniques.

A composite trapezoidal approximation to the Stieltjes integral fT Udv will
be employed: upon parametrizing T by t on [0, l], letting ti = ifN (i =
0, 1,... , N), defining Ui = u(x(ti), y(ti)) and Vi similarly, we set

N-l

KN = L (Vi+! - vJ(Ui+1 + ui)/2
i~O

Thus, our method is

where K N is given by (4.1) with

u = exp(-x2 _ y2),

V = ta(x, y).

(4.1)

(4.2)

(4.3)
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The results reported below could no doubt be sharpened by means of au
extrapolation process on (4.1) or by invoking Gaussian quadrature
first place, but we prefer to use unsophisticated quadrature techniques here
in order to make the comparisons clearer. One could also economize immen­
sely in using (4.2) by performing some preliminary analysis to select an
efficient parametrization of T or, equivalently, by forsaking equal spacing of
the ti ; in the examples below we have resisted the urge to do this, although
the temptation was especially strong in Example 4.2.

EXAMPLE 4.1. Let S = [1, 3) x [1,2). Since the integral f~f~exp(-x2 - y2) dx
dy readily factors into two one-dimensional integrals, our method (4.2) is
barely competitive with standard procedures. Listed below is the value of
K N for various N:

N= 8

N= 40

N= 200

N = 1000

KN = .202225(-1)

K N = .189045(-1)

KN = .188548(-1)

KN = .188525(-1)

K1000 is correct to six decimal places; if one is confined to the trapezoidal rule
in evaluating I~ exp(- y2) dy and I~ exp(- x2) dx, it will require about
same number of evaluations (of a less complicated function) to achieve this
accuracy.

EXAMPLE 4.2. LetS = {(x, y): x2+ y2:::;: 1}. There is an extra complication
in this problem in that S contains the origin, at which point v is undefined.
This difficulty is circumvented by removing from S the slit R = [-1, 10-6] X

[-10-6, 10-6] and integrating over the incised region S\R. (The error thus
introduced is, by (3.7), dominated by 2 . 10-6.) Parametrizing the boundary
of S\R in a straightforward fashion, we obtain the following results from
(4.1):

N= 8

N= 40

N= 200

N = 1000

K N = .172523(1)

KN = .197425(1)

KN = .198539(1)

KN = .198584(1)

The correct value to six significant figures is 1.98586.

EXAMPLE 4.3. Let S be the region between the curves x + y = 5.2 and
xy = 1. It is with such irregularly-shaped regions that the. method (4.2)
begins to payoff, in that all that is required is a parametrization of the
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boundary, and no transformation to a "standard" region is needed. (4.1)
produces the following:

N= 8
N= 40

N= 200

N = 1000

KN = .399689(-2)

KN = .472084(-2)

KN = .485760(-2)

KN = .488594(-2)

In the above examples, we have been concentrating on the special case,
ep(t) = t, of Theorem 3.2. Other choices of ep may be put to good use in
corroborating results already obtained. Our last example is a rerun of
Example 4.1 with epi(t) chosen to be t 2/2 and In t, respectively. With the
indirect aid of Lemma 3.5, we find corresponding functions Wi to be
!exp(x2 + y2)a(x, y) and !exp(-x2 - y2)a(x, y). That is, let epl(t) = t2/2
and WI = v/u; then [o(u, wI)/o(x, y)] ep~(u) = u, and (3.4) implies that

(4.4)

Likewise, for ep2(t) = In t and W2 = UV, it is found that [o(u, w2)/
o(x, y)] ep~(u) = u, whence

II
s

exp(-x2 - y2) dx dy = Ir In UdW2. (4.5)

The right hand sides of (4.4) and (4.5) will be respectively approximated by

and

1 N-I

M N =:2 L (Ui+lVi+1 - UiVi) In(uiui+I)'
i~O

(4.6)

(4.7)

EXAMPLE 4.4. Let S = [1, 3] X [1,2], as in Example 4.1. (4.6) and (4.7)
yield:

N= 8

N= 40

N= 200

N = 1000

L N = .119334

L N = .208619(-1)

LN == .189307(-1)

L N = .188557(-1)

M N = .139571(-1)

M N = .186313(-1)

M N = .188436(-1)

M N = .188522(-1)
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5. NOTES
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The application of the classical theory of differential equations to quadra­
ture is not a new idea. The one-dimensional analogue of the work in Section 2
can be found in Chapter 2.1 of [5). Green's Theorem was used in (7) and [8]
to develop an approximation of a double integral by means of a boundary
integral. The identity (2.5) differs in that the representation is now exact,
at the substantial cost of imposing the hypothesis that the integrand satisfy
a given partial differential equation. The examples of Section 2, while
amusing, are of little practical use, although (2.7) is recognized to be essential­
ly Green's second identity [4, p. 133].

The objective of creating dimension-reducing procedures for arbitrary
multiple integrals, while unrealistic without some sacrifice of generality, is a
noble one. (See, for example, [2, p. 313], (6), [10, Section 4), and [11] for
discussions of the effect of dimension on computation.) In Sections 3 and 4,
the integrand exp(-x2 - y2) is studied with some success; this problem had
been treated in [3). (Given the integrand u = (21TCTXUy)-lexp[-t(x2jux2 +
y2jay2)], the modification required of our method is to replace v in (4.3)
v = aXuya(xjax , yjay).)

In [la) some dimension reducing is accomplished for integrals of analytic
and harmonic functions over special regions.

We wish to thank Professor Frank Stenger for his assistance in this work.
The underlying idea of this paper was formulated in the first half of a 1975
Ph.D. Thesis [9) written under his direction.
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